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Fig. 1. The structure of the CareMap system. CareMap takes raw EHR data, such as patient information and clinical notes, as input

and transforms it into caregiver-facing outputs. These outputs are presented through two key features: a visual timeline of major

medical events and a chatbot that supports real-time, personalized inquiries. The system is powered by three LLM-driven modules:

summarization, information extraction, and conversational support. CareMap is designed to enhance caregivers’ access to and

understanding of a patient’s clinical course in critical care.
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Older adult patients constitute a rapidly growing subgroup of Intensive Care Unit (ICU) patients. In these situations, their family

caregivers are expected to represent the unconscious patients to access and interpret patients’ medical information. However, caregivers

currently have to rely on overloaded clinicians for information updates and typically lack the health literacy to understand complex

medical information. Our project aims to explore the information needs of caregivers of ICU older adult patients, from which we can

propose design opportunities to guide future AI systems. The project begins with formative interviews with 15 caregivers to identify

their challenges in accessing and understanding medical information; From these findings, we then synthesize design goals and propose

an AI system prototype to cope with caregivers’ challenges. The system prototype has two key features: a timeline visualization to

show the AI extracted and summarized older adult patients’ key medical events; and an LLM-based chatbot to provide context-aware

informational support. We conclude our paper by reporting on the follow-up user evaluation of the system and discussing future

AI-based systems for ICU caregivers of older adults.
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1 Introduction

The Intensive Care Unit (ICU) is a specialized critical care ward in hospitals, which is dedicated to providing acute,

life-saving treatment for patients with life-threatening conditions caused by severe illnesses [38, 83]. In the United

States, older adults (aged 65 and above) account for more than half of ICU admissions, with the amount continuing to

grow [4, 30, 46]. Such a vulnerable population of ICU patients has been the focus of care provision [34, 37], however,

caregivers of older adult patients are often overlooked in such critical care settings [35]. Caregivers of older adult

patients are often their family members and are assigned powers of attorney to unconscious patients for making critical

medical decisions [6, 41, 50]. Prior research suggests that if the family caregivers can actively engage with the medical

decision-making process, it can significantly enhance the ICU patients’ final outcomes [19].

However, caregivers often find it challenging to access and understand the necessary clinical information to make

informed decisions on behalf of their care recipients in the ICU [2, 32, 65]. Firstly, caregivers can only access limited

information about the ICU patients, as they cannot enter the ICU ward frequently, their older adult patients are often

unable to talk to them due to unconsciousness, and they primarily rely on the ICU clinical team, who are already

overwhelmingly busy, to obtain critical information. [6, 41, 73]. Secondly, caregivers often find it difficult to fully

understand the highly specialized medical language or results due to their low level of health literacy [95]. To address

these challenges, various solutions have been proposed, yet mostly centered on the ICU clinical team side to innovate

their best practices. For example, ICU clinicians are recommended to communicate more frequently with caregivers [69],

and they may use a checklist [16, 62] or a daily-goal form [8, 72]to present more complete clinical information and
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in a more understandable way to caregivers. However, these best-practice recommendations often fail to meet the

caregivers’ information needs [23, 34, 59]. To truly address this gap, we need novel, caregiver-centered perspectives

and technical solutions that directly support their access to and understanding of ICU-related information.

Researchers in Human-Computer Interaction (HCI) and Computer-Supported Cooperative Work (CSCW) have

proposed various technological solutions to support caregivers’ information needs [25, 39, 48, 63]. One group of works

designed new tools to facilitate clinicians sharing information with caregivers [39, 91] and caregivers seeking clinical

information of older adult patients [61, 86]. Another group of works focused on the development of visualization

tools to decipher complex clinical information to support caregivers’ understanding (e.g., a visualization dashboard for

caregivers to understand autism children’s behaviors [53] and a dashboard for caregivers to support patients’ upper-limb

stroke rehabilitation therapy process [68]). However, these designs remain limited in the ICU context: as these tools are

not tailored to support caregivers’ information needs in high-stakes and time-sensitive ICU settings; and the complexity

and density of information generated by the ICU environment can easily overwhelm caregivers in comparison to

the other contexts. As such, existing visualization dashboards may be insufficient to support caregivers in effectively

understanding patient information in critical care environments.

Recent advancements in artificial intelligence (AI) have opened new possibilities to help family caregivers better

access and easily understand clinical information. For instance, AI models demonstrate great potential to extract relevant

information from massive and unrelated raw clinical data from electronic health records (EHRs) [40], and AI can also

help translate complicated medical jargon into simplified language for the general audience to understand [84, 89, 92]. In

addition, chatbot systems powered by large language models (LLMs) can support caregivers’ individualized information-

seeking requests in real time [1]. However, it remains underexplored whether and how these AI-based technologies

may effectively support caregivers’ information needs while their older adult patients are in the ICU. To this end, we

propose this study to focus on exploring the information needs of caregivers of ICU older adult patients and designing

novel AI functionalities to support their needs within the critical care environment.

Specifically, we conducted a two-stage study. First, we conducted a formative study consisting of semi-structured

interviews with 15 caregivers to understand the challenges they faced in how they access and understand clinical

information in critical care settings. Caregivers reported that the primary difficulties come from fragmented clinical

information updates from healthcare providers, complicated clinical reports with limited or no explanations available,

and frustration caused by repetitive but ineffective communication with the clinical team.

Building on these findings, we propose a set of design guidelines and implement an AI-based prototype system,

CareMap, to support caregivers’ access to and understanding of ICU patient information. As illustrated in Figure 1, the

system processes complex clinical information from the ICU and leverages three LLM-driven modules—summarization,

extraction, and conversation—to generate caregiver-facing outputs, including daily summaries, treatment plans, and

context-aware responses. These outputs are delivered through two core features: (1) a visual timeline of key medical

events that streamlines access to systematic status updates, and (2) an LLM-based chatbot that enables personalized

information inquiries through natural language conversation. We then conducted usability evaluations with 10 family

caregivers to assess the prototype’s usability, and with 2 clinical experts to evaluate the quality of the system-generated

outputs as well as provide usability feedback from a clinical perspective. Qualitative analysis revealed the potential of

LLM-based systems to reduce caregivers’ cognitive burdens, improve their access to complex clinical information, and

enhance engagement with care teams.

This work makes the following contributions. First, we systematically investigated the challenges caregivers of older

adults encountered in accessing and understanding clinical information in critical care settings. Then, we presented
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a suite of design guidelines to support the design of caregiver-facing interfaces with advanced AI technologies and

evaluated two AI-based functionality designs. Finally, our findings contribute to the broader discourse on technology-

mediated caregiver support and the role of AI in supporting caregiving experiences for family caregivers in high-stakes,

time-sensitive critical care scenarios.

2 Related Work

We conduct a comprehensive review of the experiences of family caregivers for older adult patients in critical

care environments, various technologies developed for caregivers in clinical settings, and the role of AI-based clinical

information technology in this context.

2.1 Family Caregivers of Older Adults in Critical Care Settings

In the United States, over half of ICU admissions involve older adults aged 65 and above [30]. This population is

receiving growing attention due to their complex health needs, which are often compounded by chronic diseases and

acute health crises [46]. When older adult patients are unable to talk or are unconscious due to severe injuries, family

caregivers of older adults have to actively engage in the care process [6, 50]. For instance, family caregivers could be

assigned powers of attorney to make critical decisions on behalf of their loved ones [41]. On the other hand, they need

to prepare for the patient’s post-discharge care by coordinating the necessary support with healthcare providers, as

caregiving demands often continue or escalate following patients’ ICU discharge [20]. The demanding responsibilities

of family caregivers often place an immense burden on them, which is often compounded by the difficulties of accessing

and understanding medical information in the ICU.

However, caregivers are often not familiar with the critical care environment and only possess limited health

literacy, which causes significant difficulty for them in understanding the overwhelming and complicated critical care

situation. ICU wards impose restrictive visitation policies to avoid disruptions caused by the presence of unnecessary

non-professional personnel [26, 81]. Such restrictions leave caregivers with difficulties in comprehensively accessing

and understanding the patient’s health condition and treatment progression in a timely manner. Moreover, caregivers

experience deep anxiety and helplessness about their loved ones because of the sudden deterioration of older adults’

health and are unable to anticipate what could happen to the older adults [47]. Studies report that up to 54% of family

caregivers experience psychological trauma or severe stress after caregiving experiences in critical care situations [3].

Consequently, caregivers have to rely heavily on direct communication with healthcare providers to stay informed

about the patient’s status [94]. However, the provider teams are always overloaded with caring for critically ill

patients and have very limited opportunities and time to talk with caregivers. Such constrained caregiver-provider

communications can hardly meet caregivers’ information needs. Research highlights persistent dissatisfaction among

caregivers despite institutional efforts to improve clinical communication through tools like daily goals forms [69],

critical care family satisfaction surveys [78], and allocation of additional resources to ICU wards [15]. Further, the lack

of clear, timely, and actionable information heightens caregivers’ stress and disrupts their ability to prepare for the

patient’s post-discharge care [7].

2.2 Technologies Supporting Family Caregivers in Clinical Settings

In recent years, the fields of Computer-Supported Cooperative Work (CSCW) and Human-Computer Interaction (HCI)

have emphasized the critical role caregivers play in patient care within clinical settings [18, 76, 88] and emphasized the
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challenges caregivers face associated with clinical information [79]. In response, prior research has explored various

technological solutions to address these challenges [67].

On the one hand, researchers have explored various technology designs to enhance clinical information accessibility,

including facilitating the sharing of information between clinicians and caregivers [14, 39, 91] and assisting caregivers to

seek clinical information of older adult patients [61, 86]. For example, Bowers et al. [14] developed a mobile application

that offers template support for caregivers to document and assess behavioral changes in patients with congenital heart

disease, facilitating effective sharing of clinical information with clinicians. SaludConectaMX is a mobile application

designed for caregivers to access clinical information, including patient medical history and oncology treatments, to

assist in tracking patients’ evolving health trajectories [74]. Barbarossa et al. [11] developed a dashboard to present the

most relevant clinical information of older adult patients with dementia, including fall events, sleep data, and wellbeing

data, for caregiver access to patient status. While effective, most of these tools are intended for caregivers of patients

with chronic conditions, such as dementia. Consequently, their accessibility is not suitable for the time-sensitive and

high-stakes clinical environment of the ICU.

Another area of research explores using visualization tools to decipher complex clinical information to support

caregivers’ understanding of clinical information [42, 44, 53, 56, 64, 75]. For instance, Kong et al. [53] introduced EnGaze,

a web-based tool designed to visualize the communication behaviors of children with autism during clinical visits,

aiming at improving caregivers’ understanding of the condition and promoting their active involvement in care planning.

An interactive system designed by Hong et al. [42] assists families and clinicians in reviewing radiology imaging results

by offering simplified definitions and diagrams of medical term during consultations. Nyapathy and Arriaga [64]

presented a visualization mobile application designed to assist caregivers in recording and visualizing the long-term

condition of asthma patients, thereby enhancing the shared understanding of the condition with clinicians. While

these technologies provide valuable assistance for caregivers in routine clinical settings, the complexity and density of

information produced in the ICU can significantly overwhelm caregivers compared to other contexts. The proposed

visualization technology solutions are insufficient to support caregivers in understanding the clinical information of

older adult patients in the ICU.

In conclusion, existing tools and technologies remain inadequate in supporting caregivers of older adult ICU patients

in accessing and understanding information. Existing solutions are fragmented in scope, indicating a significant need to

leverage novel technologies to systematically address caregivers’ difficulties in accessing and understanding clinical

information in critical care settings.

2.3 AI-based Clinical Information Technologies

Recent advancements in artificial intelligence (AI) have shown significant potential to improve caregivers’ access to

and understanding of clinical information.

In order to improve caregivers’ access to complex clinical information, researchers have developed AI models to

extract complex clinical information from electronic health records (EHRs) through summarization [25, 36, 63], identify

high-risk factors in medical records [22], and predict risks from clinical data, such as sepsis risk [80, 93]. AI can also

enhance the understanding of clinical information. For instance, some models can translate complicated medical

jargon into accessible language for the general audience to understand [84, 89, 92], and simplify lengthy medical texts

into shorter versions [5, 12]. In addition, chatbot systems based on large language models (LLMs) show potential in

supporting caregivers’ personalized information-seeking needs [1]. Such solutions have proven effective in delivering
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Fig. 2. Study Procedure

health advice regarding screening, diagnosis, treatment, and disease prevention [43]. For example, Ramjee et al. [70]

developed an LLM-based chatbot named CataractBot that addresses patient inquiries regarding cataract surgery.

Overall, AI have demonstrated the potential to address the aforementioned challenges faced by caregivers of older

adult patients in the ICU. However, there has been a lack of systematic investigation from the caregivers’ perspective

regarding their needs in accessing and understanding clinical information. Moreover, how to design effective AI-based

technologies to address caregivers’ needs in accessing and understanding information remains underexplored.

3 Formative Study: Method

As discussed in Section 2, there is a lack of understanding regarding whether and how AI-based technologies should be

designed to meet caregivers’ information needs while their older adult patients are in the ICU. To address this gap and

identify key design requirements, we conducted a two-stage study, as illustrated in Fig 2. At the first stage, we carried

out a formative study with 15 caregivers using semi-structured interviews [57]. The study aimed to gather insights on

(1) the challenges caregivers encountered in accessing and understanding clinical information in the ICU and (2) their

user experience with existing technologies.

3.1 Participant Recruitment

To recruit and screen qualified participants, we used convenience sampling [29] and designed a survey to collect

demographic information and caregiving background details. The survey was distributed via social media platforms,

including Twitter, Instagram, and Facebook. Exclusion criteria included individuals whowere under 18, not U.S. residents,

non-English speakers, or not close family members of older adult patients. In the end, we recruited 15 participants with

experience as family caregivers involved in the hospitalization of older adult ICU patients. Details regarding participant

demographics and caregiving backgrounds are presented in Table 1. This study received approval from the Institutional

Review Board (IRB) at the first author’s institution.
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3.2 Interview Procedure

The interviews were conducted remotely via Zoom and lasted approximately 40–60 minutes. At the beginning of the

interview, we inquired about participants’ verbal consent for audio recording and transcription. During the interviews,

we asked participants to recall their experiences as family caregivers when their older family member was admitted

to the ICU. We also asked them not to share any identifiable personal information. The interviews focused on the

clinical information caregivers sought to access and understand, as well as the challenges they faced. We also asked

about any technologies they used for accessing and understanding clinical information. Building on the experiences

participants shared, we also asked participants to discuss their usage of any technologies that helped them access

and understand clinical information. At the end of the interview, we thanked the participants for their time, and each

participant received a $20 Amazon digital gift card as compensation. The detailed semi-structured interview protocol

can be found in Appendix A.

After each interview, the audio was transcribed. Two researchers then independently coded the transcripts using an

open coding approach [21]. They then discussed and reconciled their initial coding schemas, iteratively refining them

for clarity and consistency. The finalized codebook (Appendix 3) was applied across all transcripts by both researchers,

with any discrepancies resolved through team discussions until a consensus was reached.

Table 1. Demographics of Participants and Their ICU Experiences

P# Gender Age Relationship to Patient Patient Age
P1 M 26–35 Father 65+

P2 M 26–35 Mother 65+

P3 M 26–35 Grandmother 65+

P4 F 18–25 Relative 80+

P5 F 26–35 Mother 65+

P6 M 26–35 Father 67

P7 F 18–25 Step-Grandmother 73

P8 M 26–35 Father 65

P9 M 36–45 Uncle 75

P10 M 18–25 Father 65

P11 F 26–35 Uncle 65

P12 M 26–35 Grandmother 65

P13 M 18-25 Grandmother 70

P14 M 26–35 Grandmother 68

P15 M 18-25 Grandfather 72

4 Formative Study: Results

In the following section, we detail the challenges caregivers face in accessing and understanding clinical information

within the ICU setting.

4.1 Caregivers’ Challenges in Accessing Clinical Information

4.1.1 Staying informed about patients’ changing status. While older adult patients are admitted to the ICU, caregivers

prioritize staying informed about their daily status. Some even juggle work responsibilities while making trips to the

hospital for updates, as P4 noted “ it’s hard to get to know who’s on the shift that day, and sometimes you have to go there
Manuscript submitted to ACM



8 Fu et al.

physically [to know his situation] ”. Beyond the current status, caregivers are also concerned with tracking changes in

the patient’s condition from the previous day. Since older adult ICU patients’ health can fluctuate drastically, family

caregivers seek consistent clinical updates.

Many interviewees expressed frustration about their limited access to patients’ information, which relied solely on

verbal updates from the ICU healthcare team. This lack of direct access often left caregivers feeling “left in the dark” :

“There were times when I had to seek out doctors or nurses for updates,... I sometimes felt that my patients

were seen as an interruption to the busy ICU schedule... In cases where I didn’t get information, I didn’t get to

know what was going on,... I just felt I was left in the dark” (P1).

4.1.2 Struggling to align treatment plans and goals with healthcare team. An extreme yet common issue reported by

caregivers is their lack of access to clinical information about the treatments the patients were receiving in the ICU.

This gap in information access leaves many caregivers feeling excluded from critical decisions about their loved one’s

care, creating a sense of helplessness and frustration. While most participants expressed trust in the clinicians’ expertise

and judgment, some had experienced situations where they were only informed after treatments had been administered,

leaving no room for questions or understanding. P11 articulated this frustration: “I was kind of curious to know the name

of the drugs that [were] taken at the moment, but then I think I wasn’t given the opportunity to know”. This lack of access

to treatment procedures and plans, even for minor details, can undermine caregivers’ confidence in patients’ recovery

and intensify their anxiety. In life-threatening situations, the lack of clear information on ongoing treatment plans can

heighten caregivers’ concerns, especially when their loved ones undergo critical treatments (e.g., being connected to

life-sustaining machines).

“[Clinicians did] all the tests, the procedure - [but] what they tested and what they saw, what they got, that

kind of deep parts - [I don’t know]. I wanted to know the whole [situation] about it, but I think they didn’t

open it all up, and they were just telling us the diagnosis.” (P7).

Another challenge in information access is the treatment goals set by the healthcare team. Caregivers sometimes

receive only a general overview of treatment options but lack insight into major care interventions. As a result, they

have to piece together scattered information to access the overall treatment goal.

“so they told me that,... We should probably be more than a week at the ICU and just informing me about...

like they might have to maybe perform another surgery if he... doesn’t get responsive, and just telling me

other treatment options, like ultrafiltration that the end add transplants that might be considered if it isn’t

responsive.” (P6)

4.2 Caregivers’ Challenges in Understanding Clinical Information

4.2.1 Interpreting medical terms in clinical report and conversations. The concept of being “lost in translation” is often

discussed in relation to the medical term caregivers encounter. From our interviews, we identified two primary sources

contributing to this challenge, which frequently leads to information overload: verbal communication with clinicians

and the interpretation of clinical reports.

While conversations with healthcare providers often involve complex and unfamiliar medical term, caregivers

typically try to seek clarification from doctors. As P4 remarked, “some doctors tend to use ambiguous terms”. In many

cases, caregivers feel compelled to ask clinicians for further clarification to make sense of the information shared with

them. P5 described her experience: “We couldn’t understand some medical terms. So we asked him (the doctor) to use
Manuscript submitted to ACM
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a clear word where he explained everything that is happening around...”. However, some participants did not have the

opportunity to seek clarification from clinicians, making it even more challenging to grasp critical information.

A comparable yet even greater challenge lies in medical reports, where technical content often leaves caregivers

confused, prompting them to seek external resources for clarification. Lab test results, in particular, pose a significant

challenge, as they are one of the most frequently provided pieces of medical information to caregivers. However, their

complex nature makes them difficult to interpret without proper context or guidance.

“when it comes to having to pick reports,...the report is not actually something I could compliment, because there

are times there that I do have to... use Google to actually go through and know what it actually means.” (P8)

Caregivers often turn to search engines for quick understanding of medical information, such as definitions of terms

or procedural details. However, without contextual knowledge of the patient’s status, the relevance and quality of the

information received varied significantly, often leaving caregivers frustrated and confused.

“When I search online, sometimes the information shows] conflict... It really [just] shows minor information...

the equipment used, visiting hours, the policies, it’s just like minor information.” (P2)

4.2.2 Asking meaningful questions with healthcare team. Caregivers also struggle to engage in meaningful conversations

with the ICU healthcare team when asking questions. These interactions can often feel unproductive, as caregivers may

repeatedly ask broad or unclear questions and receive vague or insufficient responses from healthcare providers in

return. For instance, P1 shared the experience as feeling like “running in circles”: "At some point,...When I asked, [they

just said] it is okay, we are doing our work, and his vital signs are okay, and they just tell me I should relax, not to bother

myself about it...". In some cases, caregivers even refrain from asking questions due to negative past experiences, and

such interactions discourage open conversation and can prevent caregivers from understanding clinical information

about the patient’s care.

To navigate these challenges, some caregivers adopt proactive strategies, such as preparing their questions in advance.

This approach helps them feel more confident and ensures they make the most of their limited opportunities to have

direct conversations with healthcare providers. For example, as P7 illustrated: “[I’ll prepare] my question, depending on

what I see the day I visit her... I’ll write what I would like to ask the doctor. So if I go the next day, I can just walk straight to

the doctor’s office and ask the question."

4.3 Design Guidelines: Translating Caregiver Needs into Action

Based on the challenges shared by caregivers, several key areas emerge where technology can be improved to better

support their needs in accessing and understanding clinical information. From these insights, we derived four design

guidelines to shape our prototype: structuring daily patient updates with a timeline, providing accessible clinical

information across three key aspects of care, enhancing medical term understanding with context-aware support, and

supporting caregivers in structured and informed clinical discussions.

• DG1: Structuring daily patient updates with a timeline: As our formative study results suggest, caregivers

need more than just daily patient updates—this aligns with findings from previous research [58]. They also require

comparisons to the previous day (Section 4.1.1) to reduce reliance on fragmented verbal updates for accessing

clinical information. To support this need, a structured timeline of the patient’s daily updates is essential for

helping caregivers better understand the patient’s status throughout their ICU stay.

• DG2: Providing accessible clinical information across three key aspects of care: Our interview study

also highlighted caregivers’ focus on three key aspects of clinical information: treatment plans, treatment goals
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10 Fu et al.

(Section 4.1.2), and lab test results (Section 4.2.1). Additionally, this information should be presented in a unified

and easy-to-understand manner.

• DG3: Enhancing medical term understanding with context-aware support: Moreover, medical term

encountered in different situations can confuse caregivers, whether in conversations with healthcare providers or

in test reports, regardless of their ability to seek clarification from the professional healthcare team (Section 4.2.1).

Additionally, searching for information online without the context of the patient’s condition can lead to even

greater confusion. Thus, a context-aware chatbot that serves as an always-available resource can facilitate

caregivers’ personalized information inquiries and improve their understanding.

• DG4: Supporting caregivers in structured and informed clinical discussions: Caregivers’ proactive en-
gagement emerged as a key theme in our findings. Despite limited opportunities, they actively seek conversations

with the healthcare team (Section 4.1.1). One effective practice is preparing a meaningful list of questions in

advance. Thus, a feature designed to suggest context-relevant questions can help caregivers better understand

the patient’s condition and provide a structured framework for discussions (Section 4.2.2).

5 CareMap: an AI-Based Prototype for Supporting Caregivers of Older Adult ICU Patients

Building on the design space outlined in Section 4.3, we developed an AI-based prototype system, CareMap, to support

caregivers in accessing and understanding clinical information. An overview of the system architecture is shown in

Figure 1. The protoype system is designed to seamlessly collect patient data from the EHR system, process it through

the back-end structure (Section 5.2), and deliver the resulting information through the front-end interfaces to family

caregivers (Section 5.1).

5.1 Front-end Interface Design

The front-end interface includes two interconnected components: a visual timeline of patients’ medical events and an

LLM-based chatbot to facilitate personalized information inquiries through conversations.

5.1.1 Visual Timeline of Patients’ Medical Events. To help caregivers better access patients’ conditions, this interface
transforms fragmented clinical data into a structured report, organized in a timeline format (as shown in Fig. 3 (A)).

The top section features a sequential timeline highlighting key treatment milestones (e.g., ventilator placement). By

selecting a specific day, caregivers can track and compare clinical reports to monitor the patient’s ICU progress (DG1).
Below, a daily overview organizes information into three key modules that caregivers primarily focus on regarding the

patient (DG2), including:
The AI-generated summary module takes structured lab test results as input and generates plain-language

explanations to help caregivers make sense of medical values and trends. The underlying LLM-based summarization

model continuously updates the summary when new lab results are available, helping caregivers stay informed about

the patient’s physiological changes.

The Treatment for the Day and Goals for the Day modules take unstructured clinical notes as input and extract
relevant content using an information extraction module. Specifically, the Treatment module identifies key interventions

and medications and generates brief explanations of their purpose. The Goals module highlights actionable priorities

in the patient’s care plan, outlining next steps that caregivers can track. Together, these modules help caregivers

understand not only what is being done but also why, enabling them to stay aligned with ongoing care decisions.
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Fig. 3. CareMap Design: (A) A visual timeline that maps a patient’s medical events, featuring AI-generated summaries of lab test

results, key treatment plans, and daily goals to provide a clear overview of the patient’s status. (B) An example of a context-aware

LLM-based chatbot that provides insights into medical reports, helping users interpret test results and identify trends.

5.1.2 Context-Aware LLM-Based Chatbot. To help caregivers better understand clinical information, we designed an

LLM-based chatbot that leverages EHR data as part of its information source (as shown in Fig. 4). Instead of providing

generic medical explanations, it tailors responses based on the patient’s specific clinical data. This chatbot enables

personalized inquiries through flexible text-based conversations and supports caregivers in three key ways while also

suggesting relevant follow-up questions (DG3). The chatbot operates through three core interaction modes:

Fact Finder (Fig.4 (A)) responds to direct caregiver questions by retrieving relevant clinical context and offering lay

explanations—for example, clarifying the need for a ventilator as “supporting oxygen exchange during lung recovery.”

To encourage proactive advocacy, it also suggests follow-up questions such as “What are the signs indicating ventilator

removal?”, helping caregivers navigate unfamiliar clinical territory.

Data Interpreter (Fig. 4 (B)) takes lab test results and other structured clinical data as input and translates them into

caregiver-friendly responses and generates caregiver-friendly explanations that clarify both the meaning of individual

values and their implications for the patient’s condition.

Intention Prompter chatbot (Fig. 4 (C)) is designed to support caregivers when the chatbot lacks access to specific

clinical information or when caregiver questions are too vague to generate a precise response. In these situations, the

chatbot offers proactive guidance by helping caregivers prepare questions for upcoming discussions with clinicians

(DG4). It presents categorized follow-up prompts across three thematic areas: “Current Treatment,” which encourages

caregivers to ask about the patient’s ongoing treatments and medical status, “Prepare for the Future,” which helps
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Fig. 4. Context-Aware LLM-Based Chatbot Design: (A) Fact Finder – Responds to user queries about ICU treatments and suggests

relevant follow-up questions. (B) Data Interpreter – Explains lab test results and clinical data in an accessible manner. (C) Intention

Prompter – Assists users in formulating meaningful questions for healthcare providers.

them anticipate potential care decisions and long-term planning, and “Learn What You Can Do,” which guides them in

inquiring about actionable steps they can take to provide better support.

5.2 Backend Structure Design

The back-end architecture of CareMap stores, processes, and analyzes clinical data collected from Electronic Health

Records (EHRs) to support the two front-end components described in Section 5.1. It consists of three core modules: the

Data Extraction Module, the Summarization Module, and the Conversational Module.

Our back-end algorithms are inspired by prior work on patient-centered EHR interaction [97] and longitudinal

clinical reasoning using LLMs [54]. For example, Kruse et al. [54] systematically evaluated state-of-the-art LLMs on

multi-day Assessment & Plan generation and discharge summarization using MIMIC-III data, benchmarking three

prompting strategies—direct generation, Retrieval-Augmented Generation (RAG) [33, 55], and Chain-of-Thought

(CoT) [87]. Inspired by this approach, our Data Extraction Module leverages LLM-based processing to standardize

and structure EHR data (e.g., lab tests, medications, vital signs) and temporally order clinical events to support retrieval

and generation, while our Summarization Module uses LLMs to retrieve multi-day evidence and perform temporal

reasoning across structured and unstructured data to produce daily summaries.

Complementary to this, Zhang et al. [97] developed the NoteAid EHR Interaction Pipeline, which leverages LLMs

— specifically GPT-3.5-Turbo and GPT-4 — to construct a synthetic dialogue dataset for patient education on EHR

notes. Their system pairs a Mock-Patient LLM agent and an Assistant LLM agent to simulate multi-round conversations

(three rounds each) that perform Q&A and explanation tasks on unstructured discharge notes from MIMIC-III [49]
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Fig. 5. Evaluation scores given by two clinician experts (C1 and C2) across five criteria—Overall Accuracy, Hallucination, Readability,

Specificity, and Overall Quality—for the AI-generated outputs.

C# Gender Department Job Title Year of Practice

C1 Female Critical Care Physician 13 Years

C2 Female Emergency Medicine Physician 10 Years

Table 2. Clinician experts’ background summary.

and MADE [45]. This approach yielded 43,504 synthetic interaction instances, demonstrating the potential ofLLMs to

enhance patients’ understanding of their medical records . Building on this paradigm, our Conversational Module
similarly grounds its responses in patient charts and produces plain-language explanations tailored for caregivers.

To further assess the clinical validity of the AI-generated outputs, we consulted two experienced board-certified

clinicians to conduct an in-depth evaluation. We selected four pairs of AI-generated summaries and their corresponding

EHR inputs from Zhang et al. [97]’s example. The clinicians rated each summary on five criteria—Overall Accuracy,

Hallucination, Readability, Specificity, and Overall Quality. The detailed questionnaire used for this evaluation is provided

in Appendix B.2.

The results of this evaluation are shown in Figure 5. As illustrated, the clinicians gave consistently high ratings for

the overall quality of the AI-generated outputs.(M = 4), including Overall Accuracy (M = 4), Hallucination (M = 4.5),

Readability (M = 4.5), and Specificity (M = 5).

6 Prototype Evaluation

6.1 Participants and Recruitment

For the second stage of our study, we recruited the same ten caregivers (P6-P15) from Section 3 to conduct a usability

evaluation of our prototype. We also recruited 2 clinicians with significant experience in this area by convenience

sampling [29], as detailed in table 2. Recruitment involved leveraging professional networks and referrals from colleagues.

Each prototype evaluation session was conducted remotely via Zoom and lasted approximately 30–45 minutes. To

comply with usage regulations requiring approval for accessing MIMIC-III [49] data, we integrated de-identified,

synthesized patient data into our prototype. In this paper, we present only mock data to illustrate the user interface.
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All sessions were recorded and transcribed with participant consent. For each design prototype, we allocated

approximately 10–15 minutes for family caregivers to explore its features. After a brief introduction to the interface,

caregivers were encouraged to interact with the system, share their impressions, and evaluate its perceived usefulness

in accessing and understanding a patient’s status. They also reflected on how they might have used the tool to obtain

relevant medical information, identified the most helpful aspects, and suggested potential improvements to enhance

overall usability. In parallel, two clinical experts reviewed the same prototypes. They were asked to examine the

AI-generated outputs (daily summaries, treatment plans, and chatbot responses) for Overall Accuracy, Hallucination,

Readability, Specificity, and Overall Quality (as detailed in Section 5.2), and to provide usability feedback on the interface

from a clinical perspective.

The detailed semi-structured interview protocols are provided in Appendix B. Following the interviews, two re-

searchers independently analyzed the transcripts using an inductive approach [82], identifying key insights related to

usability and potential design improvements for each prototype; the final codebook is provided in Appendix 4.

6.2 Result

In the following section, we present the results of the usability evaluation, which captures valuable feedback from

family caregivers and clinician experts on our prototype. Overall, family caregivers greatly appreciated the prototype’s

ability to enhance their access to clinical information by providing consistent, timely, and easy-to-understand updates.

Meanwhile, they found the prototype’s capability to integrate with personalized patient EHRs particularly helpful for

them to understand clinical information, as it could effectively respond to their specific inquiries, uncover additional

relevant details, and offer deeper insights into the patient’s condition. In parallel, clinicians provided positive feedback

on its potential to support accurate information delivery and to help caregivers interpret complex medical data in a

patient-specific context.

6.2.1 Visual Timeline of ICU Stay: Supporting Caregivers’ Access to Consistent Information.

Synthesizing Fragmented Information into a Cohesive Timeline. Overall, caregivers found the visual timeline view

to be a valuable tool for better supporting their access to dynamic patient status changes during ICU stays. Building

on findings from the formative study (See Section 4.1.1), which highlighted caregivers’ difficulties with inconsistent

information structuring and accessibility in ICU workflows, the timeline interface is designed to address this challenge.

Caregivers often rely on fragmented communication with healthcare providers, making it difficult to piece together a

comprehensive understanding of the patient’s condition and treatment process. A unified interface that uses a timeline

to visualize patient progress in the ICU over time could address this gap by enabling them to track trends and identify

critical events of the patient’s ICU stay. also provided comments about its potential to help families recognize the

passage of time during the ICU stay.

“ (this) might provide some relevant time to the family,... because I think sometimes the families don’t realize

how long it has been.” (C1)

The timeline was useful not only for individual caregivers but also as a shared communication tool for the patient’s

family. Some caregivers noted that it helped bridge information gaps between family caregivers and other family

members, making it easier to share updates on the patient’s condition.
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“It’s like every time I want to check out the progress or every time I want to send some results to my siblings,

I would try to use the tab [on the switch of different days] and just saying, this is this progress chart [shows

the patient’s condition.” (P6)

Additionally, the timeline helped reduce information overload — a common challenge in ICU environments — by

organizing complex clinical data into a clear, time-based summary. As patients often undergo many procedures each

day, as commented by clinician:

“My patients have many procedures, and it’s really nice to have a tab that says: on the first day after the

operating room, they had a central line placed. (On) the second day, they had a tracheostomy. Those things

are actually quite nice to [be] organized.” (C2)

This design minimized caregivers’ cognitive effort, allowing family caregivers to focus on understanding the patient’s

overall status rather than manually piecing together fragmented updates. The interface supported on-demand access to

critical information, enabling caregivers to check in as needed rather than constantly monitoring data:

“[I] might not be daily [to check on that information], but anytime you want to really know about what is

really wrong, to have more understanding [on the patient’s status], you just look at it.” (P7)

Balancing Simplicity and Depth in AI-Generated Summaries. AI-generated summaries of lab test results effectively

provided family caregivers with a quick overview of the patient’s status. However, both clinicians and caregivers

emphasized the need to balance simplicity with sufficient medical context. While summaries were found valuable for

gaining an initial understanding—especially in high-stress ICU environments where cognitive load is a concern—they

also expressed concerns about oversimplification. Reducing complex medical information to brief summaries risks

omitting critical details, making it harder for caregivers to fully grasp the care process and provide effective support.

Since older adult patients often have multiple chronic conditions before being admitted to the ICU, caregivers prefer

more than just AI-generated summaries of daily lab test results. Incorporating a patient’s prior medical history into

these summaries is crucial, as it would help caregivers better understand acute conditions and how they relate to the

patient’s overall health.

“Any [other] information I would like to see is the previous illness of the patient... if the patient is having any

other illness [that leads to this result].” (P10)

Involving Caregivers in Treatment Plans and Goals. For caregivers who cannot always be physically present in the

ICU, access to detailed information about their loved one’s daily treatment plans and goals is crucial for maintaining a

sense of connection and involvement in care. While our prototype outlines treatment plans—including key milestones,

medications, dosages, and their purposes—to help caregivers stay engaged, many participants emphasized the need

for even greater transparency to further enhance their involvement in the care process. Moreover, as mentioned in

Section 5.2, clinicians expressed slight concerns about readability (M = 4.5). Specifically, they emphasized the need to

clarify which treatment plans should be prioritized when presented to caregivers:

... [the treatment plan] gonna be really challenging to be put into a summary for family caregivers, most of

these patients are on ten plus medications..(C2)

Beyond clarity, caregivers also seek insight into the broader arc of care, including how treatments correlate with

patient progress. P9 highlighted this need, noting that understanding expected outcomes helps contextualize daily

interventions: “Yeah. It[the goals] like the kind of results, [and improvements] that we should be expecting, that’s the only
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thing I noticed”. Similarly, P10 stressed the value of linking treatments to patient responses: “[besides providing the

treatment, I want to know] how he is responding to treatment, [based on] the kind of treatment has been given that day, and

the activities of the day”.

6.2.2 Context-Aware LLM-Based Chatbot: Enhancing Caregivers’ Understanding of ICU Information.

Providing Reliable, On-Demand Responses. Caregivers prioritized the need for accurate, instant explanations of ICU

equipment and treatments—a demand met by the chatbot’s Fact Finder feature.

By providing immediate explanations of medical treatment plans and goals, the chatbot helps caregivers understand

care decisions without solely depending on clinician availability. For example, when asked about ventilator use, the

chatbot explains how the device stabilizes oxygen saturation and supports lung healing, making complex medical

concepts more accessible and reducing delays in understanding essential information.

“ It helps because there are times ... instead of waiting to see a doctor to actually explain [the treatment plan],

you could actually just use the [chatbot] in this portal to know the reason why a particular equipment or a

particular thing is actually administered.” (P8)

While caregivers generally appreciated the chatbot, some raised concerns about verifying its responses and ensuring

accuracy. For instance, P15 highlighted the importance of cross-checking AI-generated information with medical

professionals, stating: “I wouldn’t like one hundred percent trust the chatbot that answers my question. But I think with

time, I might verify [the] answers [by] speaking to a doctor.”

Translating Complex Data into Clear Insights. Medical data in professional reports, often dense with jargon and

numerical thresholds, can be overwhelming for caregivers unfamiliar with clinical term. Caregivers in our study

expressed a need for clearer explanations of medical references to better understand their significance. The Data

Interpreter helps address this challenge by providing definitions and contextual insights. Clinicians appreciated its

ability to help caregivers address complex questions about lab test results, while expressing slight concerns about

potential hallucinations in numerical interpretation (M = 4.5), as mentioned in Section 5.2:

“.. because we’ll be in the middle of rounds, and families will ask us very specific questions (like) I can see my

family members’ results constantly, and they’re asking about every little number, including numbers I don’t

even look at, (So I tell them) it doesn’t matter...” (C1)

Caregivers also valued the chatbot’s ability to cross-check and validate information by referencing the patient’s

medical history, rather than merely summarizing or explaining test results in isolation. This feature helps them interpret

medical data more accurately, reducing unnecessary anxiety over abnormal test results by providing context and a

clearer understanding of their significance.

“I think having past diagnosis [connected to this chatbot] would be helpful... [then] you know [the] diagnose

[is] proper, [and] without having any side effects [to the patients]” (P15)

Structuring Conversations and Improving Health Literacy. Beyond providing reactive support, the Intention Prompter

helps caregivers anticipate and navigate conversations with the clinical teammore effectively. Clinicians also emphasized

that these questions should be tailored based on the patient’s specific condition: “...if they brought it to me with the

context of their own ideas and interpretation of what’s been going on, it could be helpful...” (C2). By suggesting questions

based on the patient’s status, the system helps move conversations beyond repetitive exchanges, making them more

meaningful and informative.
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“Instead of racking my brain on what to ask the doctor,... I’ll just like go straight to the point instead of trying

to find things out, I’ll just ask doctors the possible questions that I got from [the chatbot].” (P12)

This feature also helps caregivers improve their health literacy by guiding them to identify key topics for discussion

with clinicians in advance. By preparing them with relevant information beforehand, it ensures they retain critical

details during consultations and feel more confident in their conversations. P6 emphasized its role in reducing cognitive

overload, stating: “Just the questions [listed] here would help me prepare questions [for the conversations], because the

doctor mentioned so many things that I wouldn’t even recall [and] I wouldn’t even understand. But if I had prepared my

question before and after [that] the doctor answered, then it helped me understand the situation”.

7 Discussion

Drawing from these findings, we begin by exploring how our design can reposition and empower family caregivers as

active participants in ICU care, rather than passive or ancillary stakeholders (Section 7.1). Next, we outline key design

considerations for future systems that support family caregivers’ information needs in clinical settings for older adult

patients(Section 7.2). Finally, we highlight risks and ethical concerns associated with the use of technology and AI in

real-world implementations (Section 7.3). Finally, we present the limitations of our work and suggest directions for

future research (Section 7.4).

7.1 Beyond Ancillary Roles: Empowering Caregivers as Informal Healthcare Partners

Traditionally, in clinical settings, efforts to improve the quality of healthcare provision have centered around patient-

centered care, which emphasizes increasing patient engagement in accessing clinical information and participating

in communication throughout the care process [9, 24]. Within this framework, family caregivers have often been

characterized as proxies or supplementary stakeholders, positioned primarily as assistants to clinicians or patients

rather than active contributors to care [13, 28, 31]. Our formative study (see Section 3) further highlights how family

caregivers often feel excluded—or even “left in the dark”—in ICU settings when trying to access and understand

clinical information. In the ICU, caregivers shift from peripheral roles to active participants, who need to advocate for

patients and make critical decisions on their behalf [6]. Recognizing the critical role of caregivers’ involvement, recent

healthcare research has increasingly acknowledged the importance of integrating them into clinical settings, proposing

frameworks such as family-centered care (FCC) [17, 27, 51] and practices to institutionalize their participation.

In parallel, research in Computer-Supported Cooperative Work (CSCW) and Human-Computer Interaction (HCI)

has adopted an ecological perspective to investigate the socio-technical ecosystems surrounding family caregivers

in clinical settings. Empirical studies have systematically mapped caregivers’ multifaceted roles in clinical settings

- from providing emotional support to coordinating appointments, transportation, and daily care during hospital

stays [10, 60, 66]. These findings collectively emphasize the importance of designing systems and practices that can

better support caregivers’ evolving roles within complex clinical environments. Our research seeks to complement

this body of work by further unpacking the complexities of caregivers’ informational needs as primary stakeholders,

particularly within the high-stakes environment of the Intensive Care Unit (ICU). Moreover, with the add-on feedback

from clinicians, they recognized the challenges faced by caregivers and how our system can help bridge informational

gaps and support their understanding of patients’ conditions. Specifically, we highlight the importance of two-way

information flow and adaptive support systems that accommodate caregivers’ varying levels of health literacy. Our
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findings show that technology can empower caregivers to take on a more active role, not just as recipients of information,

but as engaged participants in care coordination.

While our work demonstrates the potential of technology to mitigate caregiver exclusion, it also surfaces critical

tensions in scaling these interventions. For example, while AI-based continuous patient-status tracking is essential

in critical care, it may unintentionally increase caregiver mental strain in chronic care settings, where long-term

stability is the primary concern rather than constant changes [13]. These technologies should not be applied uniformly

across various clinical settings, and we argue against one-size-fits-all solutions. Instead, technologies should adapt to

the context of caregiving: urgent situations require real-time updates, while long-term care may benefit more from

tracking clinical trends over time. In a word, technology should be designed with input from caregivers and a focus

on their values, especially in situations where collaboration with clinicians is crucial, such as dementia care [77] and

post-operative recovery [52].

7.2 Design Implications for Future Systems

Based on insights from the formative study, we established a set of design goals to guide the development of an AI-based,

caregiver-centered clinical information prototype (See Section 4.3). In this section, we propose design implications

for future systems that support caregivers in clinical settings, drawing on insights from Human-AI Collaboration and

Computer-Supported Cooperative Work (CSCW).

7.2.1 From the perspective of Human-AI Collaboration. Accessing and understanding clinical information is one of

the most cognitively demanding tasks for family caregivers, especially in the high-pressure, fast-paced environment

of the ICU. Based on findings from our two-stage study, we explored with caregivers how AI could help streamline

their processes of accessing and making sense of information. A key direction for future design is to go beyond basic

summarization or extraction. Instead, AI systems should engage in adaptive, ongoing interactions that learn from

caregivers’ responses and progressively personalize information delivery.

In addition, AI systems deployed in clinical settings should be designed to foster appropriate user trust and ex-

pectations. Given the complexity of these systems and the high-stakes nature of ICU environments, it is critical to

clearly communicate the system’s capabilities and limitations to caregivers. While clinicians generally gave high

overall ratings for the AI-generated outputs, caregivers in our study expressed concerns about the ambiguity of these

summaries, particularly when numerical data were presented without adequate explanation. We suggest that designers

offer explanations tailored to the underlying technologies used in the system, such as clarifying how outputs were

generated and presenting insights in concise, easy-to-understand formats.

7.2.2 From the perspective of CSCW. ICU caregiving is both collaborative and isolating—while families play a crucial role,

they often feel excluded from clinical workflows structured around the ICU’s fast-paced environment. CSCW research

explores ways to improve teamwork in healthcare by developing systems that help caregivers and healthcare providers

share and interpret important information across different roles and data sources [14, 39, 91]. In our study, caregivers

expressed a desire to supplement clinical data with their firsthand insights and their need for greater transparency and

inclusion in coordinated care. To address this, future systems could allow caregivers to contribute their observations

(e.g., concerns about specific treatments), with both clinicians and AI validating the information. This approach would

facilitate structured information exchange and strengthen collaboration with healthcare providers. If caregivers have

the opportunity to provide input to the system and receive feedback from AI or healthcare providers, they can develop

a better understanding of medical information as well as improve their health literacy. Furthermore, as clinicians
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intend to use this interface to update patient information, it might bridge the gap between clinical decision-making and

caregivers’ understanding, fostering more aligned expectations and collaborative care.

7.3 Risks, Technical and Ethical Concerns of AI-based Clinical Information Technologies

While AI-based technologies hold promise in supporting caregivers’ access and understanding of clinical information,

certain emerging risks and ethical concerns should also be carefully considered.

7.3.1 Infrastructure and Technical Challenges. Successful real-time implementation of CareMap in clinical environ-

ments requires coordinated efforts across both infrastructure and healthcare teams. From the perspective of infras-

tructure, many mHealth applications—such as MyChart [71]—have already been integrated into standard clinical

workflows and tightly coupled with mainstream electronic health record (EHR) systems. This trend demonstrates

that healthcare institutions possess mature data interfaces, robust security protocols, and established mechanisms for

workflow integration. As a result, incorporating the conversational capabilities of CareMap into existing EHRs or

remote monitoring platforms is both technically and institutionally viable.

Equally important is the sustained engagement of healthcare teams to ensure the quality and reliability of information,

as well as the overall stability of system operations. AI-based clinical technologies can support the interpretation of

medical information and the generation of initial responses, but in the high-risk, continuously monitored environment of

the ICU, human oversight remains essential to preserve medical accuracy and contextual relevance. Clinical involvement

also enhances information credibility and allows for critical judgment in abnormal or emergency situations. In parallel,

system deployment must address ethical concerns and workflow integration challenges, including the need to prevent

additional cognitive or operational burdens for healthcare team [90, 96].

7.3.2 Ethical Concerns of AI-based Clinical Information Technologies. Another central tension emerges from our

prototype’s dual role as both a support tool and a potential stressor. Caregivers acknowledged that our prototype could

facilitate their access to information, such as tracking changes in a patient’s condition, yet they also expressed concerns

about information overload, particularly when frequent, non-essential updates increased their cognitive burden. This

aligns with previous research on AI-supported decision tools, which found that frequent notifications and complex data

presentations can inadvertently increase user stress [85].

Beyond cognitive burden, trust in AI-generated insights emerged as a major concern among caregivers. Participants

found AI-generated explanations helpful in understanding lab results, but still felt the need to cross-validate responses

with healthcare providers before making care decisions. This reflects a broader challenge in AI adoption—while AI can

enhance information accessibility, caregivers do not perceive it as an authoritative source but rather as a supplementary

tool. Prior research on clinical decision support systems has noted similar patterns, where users rely on AI-generated

insights but defer final decision-making to human experts [96]. This underscores the need for explainable AI (XAI)

approaches that offer not only summaries but also data sources, helping caregivers understand why certain answers are

made and when they should seek human validation.

7.4 Limitations and Future Work

Our study has several limitations that should be acknowledged. First, our participant pool was relatively limited,

consisting of 15 family caregivers in the formative study and 10 family caregivers and 2 clinicians in the evaluation

phase. While these participants provided valuable insights, the small sample size may limit the generalizability of our

findings. Future research should aim to include a larger and more diverse group of caregivers and clinicians to ensure
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broader applicability. Nevertheless, our analysis reached a point of saturation, and participants contributed rich and

diverse perspectives that were sufficient for the exploratory and proof-of-concept stage of this research. This ensures

our study results comprehensively reflect the experiences and perspectives of caregivers for older adult patients in

critical care settings.

Second, the prototype developed in this study is a proof-of-concept and has not been integrated with Electronic

Health Record (EHR) systems or deployed in real-world clinical settings. While the prototype demonstrates the potential

of AI-based tools to support caregivers as discussed in Sec 7.3.1, its effectiveness and usability in practical, high-

stakes environments remain untested. Future work should focus on integrating such tools with existing healthcare

infrastructures and evaluating their performance in real-world scenarios.

Lastly, while our research primarily addresses the ICU setting, there is a broader need to explore how similar tools

can be adapted for other clinical environments. The challenges faced by caregivers in ICUs may differ from those in

other settings, such as long-term care facilities or home-based care. Future work should delve deeper into these contexts

to develop more versatile solutions that can support caregivers across a wide range of clinical scenarios.

8 Conclusion

In this study, we investigated the information needs of family caregivers of ICU older adult patients and designed an

AI-based prototype, CareMap, to address their challenges in accessing and understanding clinical information. Through

a formative study with 15 caregivers, we first uncovered the multifaceted challenges caregivers face in the ICU. Building

on these insights, we designed an AI-based prototype and evaluated it with 10 caregivers and 2 clinicians. Results from

the evaluation study suggested that, despite participants identifying potential trust risks in using an AI-based system,

they emphasized that the plain-language explanations and unified visual timeline empowered them to more effectively

access and understand information in critical care settings. This paper contributes to HCI research in healthcare by

highlighting the need for AI systems that actively engage caregivers and ensure they feel informed and supported

throughout the care process, rather than sidelined.
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A Formative Study - Interview Script

• Question 1 - Experience: Can you describe your experience as a caregiver when your loved one was transferred

to the ICU?

• Question 2 - Information:What kind of information did you seek as a caregiver and what was your experience

accessing and understanding the information?

• Question 3 - Technology Use: How did you utilize digital tools, such as the patient portal or search engines, to

gather information?

• Question 4 - Technology Expectation:What do you expect of an AI-based digital tool that is designed to help

you in such a situation? Would you trust the AI?

B Evaluation Study

B.1 Interview Script

The following sets of questions were asked for each interface presented to the participants.

Family Caregivers.

• Question 1 – Feedback on the Design: (After showing a screenshot of the UI) How do you like this interface?

• Question 2 – Utility: Do you think this function would be useful to you? Why or why not?

• Question 3 – Use Cases: How would you use this interface/function? [What kind of questions would you ask

this chatbot?]

• Question 4 – Improvement:What improvements can be made?

Clinical Experts (Physicians).

• Question 1 – Output Quality: How accurate, clear, and clinically appropriate do you find the system-generated

outputs (daily summaries, treatment plans, chatbot responses)?

• Question 2 – Clinical Utility: Do you think this system could support clinicians or improve communication

with caregivers? Why or why not?

• Question 3 – Usability Feedback: From a clinical perspective, how usable and trustworthy do you find this

interface?

• Question 4 – Improvement: What improvements would you suggest to make the system more clinically

reliable and usable?

B.2 Questionnaire - Clinician Feedback on AI-generated

Please rate your level of agreement with the following statements about the AI-generated summary. 1 - strongly disagree,

5 - strongly agree.

• Overall Accuracy - The AI-generated output presents medically accurate information without major errors.

• Hallucination - The AI-generated output does not contain fabricated or factually incorrect information.

• Readability - The AI-generated output is written in clear, well-structured language that is easy to read and

understand quickly.
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• Specificity - The AI-generated output provides sufficient specific details (e.g., vital signs, medication names, test

results) rather than vague or general statements.

• Overall Quality - Overall, the AI-generated output is clear, trustworthy, and helpful for quickly understanding

the patient’s daily status.

C Qualitative Codebook
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Table 3. Qualitative Codebook of Formative Study Findings (Stage 1)

Theme Sub-Theme Example

Challenges in Ac-
cessing Clinical
Information

Staying Informed

about Patients’

Changing Status

"It’s hard to get to know who’s on the shift that day, and sometimes you

have to go there physically [to know his situation]." (P4)

"There were times when I had to seek out doctors or nurses for updates,...

I sometimes felt that my patients were seen as an interruption to the

busy ICU schedule... In cases where I didn’t get information, I didn’t get

to know what was going on,... I just felt I was left in the dark" (P1)

"They are also doing the other stuff, [like] attending to other patients, I

wouldn’t want to like bother them that much... they are too busy you

weren’t able to ask all the questions you want to, [and] they weren’t

able to like explain in details within the short time." (P12)

Struggling to Align

Treatment Plans and

Goals with Healthcare

Team

"So they told me that,... We should probably be more than a week at the

ICU and just informing me about... like they might have to maybe per-

form another surgery if he... doesn’t get responsive, and just telling me

other treatment options, like ultrafiltration that the end add transplants

that might be considered if it isn’t responsive." (P6)

"[Clinicians did] all the tests, the procedure - [but] what they tested and

what they saw, what they got, that kind of deep parts - [I don’t know]. I

wanted to know the whole [situation] about it, but I think they didn’t

open it all up, and they were just telling us the diagnosis." (P7)

"I don’t feel like [I’m totally involved in the treatment plan]...Most of

the time, the treatment plan is actually well explained, but I do feel like

the side effects of certain medications [are] not actually being spelled

out." (P8)

Challenges in Un-
derstanding Clinical
Information

Interpreting Medical

terms in Clinical

Report and

Conversations

"Some doctors tend to use ambiguous terms..." (P4)

"We couldn’t understand some medical terms. So we asked him (the

doctor) to use a clear word where he explained everything that is hap-

pening around..." (P5)

"when it comes to having to pick reports,...the report is not actually

something I could compliment, because there are times there that I do

have to... use Google to actually go through and know what it actually

means." (P8)

Asking meaningful

questions with

healthcare team

"Because there was this time I did ask the question, and I was told, even

if I did explain to you, you wouldn’t understand. Just believe that we are

doing this for the good of your relative. You see, so for someone who’s

afraid to know what they should know, [their choice] is not going to

ask questions, which is very wrong." (P4)

"I was on myself, so I do ask random questions [like] will it be fine?

How much is it going to cost us to be here? How long are we going to

be here?" (P11)
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Table 4. Qualitative Codebook of Prototype Evaluation Study Findings (Stage 2)

Theme Sub-Theme Example

Visual Timeline of
ICU Stay: Support-
ing Caregivers’ Ac-
cess toConsistent In-
formation

Synthesizing

Fragmented

Information into a

Cohesive Timeline

"[The medical timeline] should be helpful to monitor the progress, and

if [the patient’s condition is] deteriorating or [if] the treatment is being

progressive" (P6)

"[I] might not be daily [to check on that information], but anytime

you want to really know about what is really wrong, to have more

understanding [on the patient’s status], you just look at it." (P7)

Balancing Simplicity

and Depth in

AI-Generated

Summaries

"Any [other] information I would like to see is the previous illness of

the patient... if the patient is having any other illness [that leads to this

result]." (P10)

"[I want to know more details about] after the test is conducted, either

a blood test or any test, what they found out after tests." (P7)

Involving Caregivers

in Treatment Plans

and Goals

"‘Yeah. It[the goals] like the kind of results, [and improvements] that

we should be expecting, that’s the only thing I noticed" (P9)

"[besides providing the treatment, I want to know] how he is responding

to treatment, [based on] the kind of treatment has been given that day,

and the activities of the day." (P10)

Context-Aware
LLM-Based Chat-
bot: Enhancing
Caregivers’ Under-
standing of ICU
Information

Providing Reliable,

On-Demand

Responses

"It helps because there are times ... instead of waiting to see a doctor to

actually explain [the treatment plan], you could actually just use the

[chatbot] in this portal to know the reason why a particular equipment

or a particular thing is actually administered." (P8)

"I wouldn’t like one hundred percent trust the chatbot that answers

my question. But I think with time, I might verify [the] answers [by]

speaking to a doctor." (P15)

Translating Complex

Data into Clear

Insights

"[I would ask] what some references mean and what they could mean

for the patient." (P13)

"I think having past diagnosis [connected to this chatbot] would be

helpful... [then] you know [the] diagnose [is] proper, [and] without

having any side effects [to the patients]." (P15)

Structuring

Conversations and

Improving Health

Literacy

"“Instead of racking my brain on what to ask the doctor,... I’ll just like

go straight to the point instead of trying to find things out, I’ll just ask

doctors the possible questions that I got from [the chatbot]." (P12)

"Just the questions [listed] here would help me prepare questions [for

the conversations], because the doctor mentioned so many things that

I wouldn’t even recall [and] I wouldn’t even understand. But if I had

prepared my question before and after [that] the doctor answered, then

it helped me understand the situation" (P6)
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